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ABSTRACT: Using off-line γ-ray spectroscopy in conjunction with the neutron activation approach, the half-life 

of 95mTc and the cross-section of the 96Ru (n, x) 95mTc reaction generated by D-T neutrons were determined. 

The Chinese Academy of Engineering Physics' (CAEP) K-400 neutron generator was used to create the neutron 

beam from the T (d, n) 4He reaction. The observed half-life of 95mTc was found to be 61.88 ± 0.22 days by the 

use of exponential function fitting and a thorough description of the uncertainty evaluation. This is a significant 

reduction in uncertainty when compared to the currently recommended value. The cross-sections of the 96Ru (n, 

x) 95mTc reaction at the 13.85 ± 0.2, 14.30 ± 0.2, and 14.72 ± 0.2 MeV neutron energies were measured in 

relation to the 93Nb (n, 2n) 92mNb monitor reaction based on the measurement of the 95mTc half-life. 

Covariance analysis was used to carry out a complete uncertainty propagation process taking into account the 

correlations between various parameters. The cross-sections were then given together with their uncertainties 

and correlation matrix. Next, theoretically derived values utilizing the TALYS-1.95 and EMPIRE-3.2.3 programs 

were used to compare the experimentally determined cross-sections with the literature data found in the EXFOR 

database. Current experimental results are much more accurate with detailed uncertainties and covariance 

information, which is essential for enhancing the quality of the nuclear database and confirming the theoretical 

model's dependability.  

1. INTRODUCTION 

Basic nuclear data such as reaction cross-section data induced by neutron and half-life of 

radionuclides are important in a variety of fields, including accelerator-driven subcritical systems 

(ADS), reactors, astrophysics, radiation therapy, dosimetry, and so on [1]. In particular, the fast 

neutron induced reaction cross-section, is crucial for understanding the nuclear phenomena 

inspent fuel.The sedataare necessary to estimate the nuclear transmutation rates, nuclear heating, 

and induced radioactivity. Moreover, the experimental crosssections can be used to test the 

different statistical model codes [2]. The neutron activation method has been widely used for 

measurements of nuclear reaction cross-sections in these studies. The half-life of the generated 

nucleus is essential for the activation method since the evaluated crosssection is related to T1/2 of 

the populated nucleus [3, 4]. Ruthenium is one of the fission products and abundant in the 

nuclear spent fuel. The half-life of radionuclides produced by irradiation of ruthenium with 

neutron and the (n, x) reaction cross-sections of its isotopes are vital in evaluating the radiation 

safety of nuclear spent fuel. 95mTc is one of the products of 96Ru (n, x) reaction and has a long 
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half-life. To date, the half-life of 95mTc has only been measured by three laboratories, and the 

uncertainty is very widely spread from 0.13 to 3.28%, as shown in Table 1 [5–7]. Although the 

uncertainty of the half-life measured by Catterson is far less than the recommended value, the 

linearization of the exponential decay function is used to analyze data in the literature, and the 

uncertainty is solely derived from fit uncertainty [5, 6]. Pommé et al. have shown that an 

incomplete uncertainty estimation based solely on the least-squares fit leads 

Table 1 Half-life of 95mTc reported in previous literature 

 

to unrealistic values [8]. Szegedi et al. consider both statistical uncertainty and system 

uncertainty in their measurement, in which the system uncertainty is determined by measuring 

the half-life of the reference source [7]. Due to the few halflife data at present, the accuracy of 

uncertainty for half-life measured by Szegedi needs to be verified. Therefore, it is necessary to 

measure a new half-life of 95mTc with a welldocumented uncertainty estimation to improve the 

accuracy of the cross-section. 

Inaddition,onlyafewstudieswereconductedonthemeasurements of activation cross-sections for 

ruthenium bombarded with neutron, especially in the 96Ru (n, x) 95mTc 

reaction.Thelatestmeasuredcross-sectiondataof 96Ru(n,x) 95mTc reaction around 14 MeV is 

carried out almost 15 years ago. Besides, the nuclear reaction program of TALYS and EMPIRE 

codes are developed for the calculation of ground and isomeric states cross-sections in recent 

years [9]. Thus, new experimental cross-sections are still needed to verify the reliability of these 

theoretical models. Furthermore, covariance analysis is a mathematical tool that can help to 

describe the detailed experimental uncertainties with 

crosscorrelationamongdifferentmeasuredquantities[10,11].The 

uncertaintyaccompaniedwiththecross-sectionisessentialin determining of reasonable margin, 

which contributes to both safety and economy in nuclear applications [12–14]. If several data 

points of the activation cross-sections are involved in determination of the quantity of interest, 

the correlation (covariance) among the data points must also be considered 

toavoidoverestimationorunderestimationoftheuncertainty in the quantity of interest. Due to this 

situation, modern evaluation attempts to provide not only the best estimate of the cross-section 
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but also its uncertainty and covariance describing correlation among cross-sections. However, 

many prior experiments did not calculate the covariance of 96Ru (n, x) 95mTc reaction cross-

section. Considering the above facts, newexperimentalcross-sectionswiththecovarianceanalysis 

are required toverify the reliabilityand improve the accuracy of these evaluated nuclear data and 

theoretical models. 

In this work, the half-life of 95mTc was measured with the 

HighPurityGermanium(HPGe)detectorandtheuncertainty was thoroughly discussed. Based on the 

determination of the 95mTc half-life, the cross-sections of 96Ru (n, x) 95mTc reaction at the 13.85 ± 

0.2, 14.30 ± 0.2 and 14.72 ± 0.2 MeV neutron energies were measured relative to the 93Nb (n, 

2n) 92mNb monitor reaction. In order to improve the accuracy and reliability of the final reaction 

cross-sections, detailed covariance analysis was performed to estimate the uncertainty of cross-

section and the correlation matrix between different reaction cross-sections. Then, theoretical 

calculations were carried out with the EMPIRE-3.2.3 and TALYS1.95 codes. The experimental 

results were compared to the existingcross-sectionsdataavailableintheEXFORdatabase and the 

results calculated by different nuclear level density models of TALYS-1.95 and EMPIRE-3.2.3 

codes [15–19]. 

2. EXPERIMENT DETAILS 

2.1 Samples 

About 6 g of ruthenium powder of natural isotopic composition(purity99.95%)was 

pressedintoapellet(about20.0mm in diameter, 1.5 mm in thickness). Monitor foils of natural 

niobium foils (purity 99.99%, 0.1 mm in thickness) of the same diameter as the pellet were 

attached in the front and at the back of each ruthenium sample. Three group such samples were 

prepared for irradiation and measurement. 2.2 Irradiation and determined neutron energy 

Irradiation was carried out at the K-400 Intense Neutron Generator at the China Academy of 

Engineering Physics (CAEP) and lasted approximately 17 h with a yield ~ 3 to 4 × 1010 n/(4πs). 

The deuteron ion beam current was up to 180 μA with of an energy of 250 keV. The solid 

tritiumtitanium (T-Ti) target used in the generator was approximately 2.59 mg/cm2 thick. A 

schematic diagram of sample positions is shown in Fig. 1. The groups of samples were placed at 

35°, 75° and 112° relative to the deuteron beam direction and centered around the T-Ti target at a 

distance of about 4.5 cm. The neutron energy determined by Q equation 
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Fig. 1 Schematic diagram of experimental geometry 

 

Fig. 2 Background subtracted γ spectra of the activation sample were placed at 75° with different 

cooling times (ti) were measured using the HPGe detector: a t1  18 days, b t21  248 days, and the 

characteristic γ-ray peaks of 95mTc listed in Table 2 were marked; c background spectrum was  

(13.85 ± 0.20) MeV, (14.30 ± 0.20) MeV and (14.72 ± 0.20) MeV, respectively [20, 21]. The 

uncertainties in incident neutron energies given above are the quadratic summation of the 

uncertainties caused by the energy straggling of incident deuteron ion in the T-Ti target and the 

angle divergence from target to samples [22]. During irradiation, the variation of the neutron 

yield was monitored by accompany- 

ing α particles to make corrections for the fluctuation in the neutron flux. 
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2.3 Gamma spectrum measurement 

Aftercompletionoftheneutronirradiation,thesampleswere cooled about 18 days, the γ-rays emitted 

by the activation sample at different cooling times were obtained from continuous off-line 

measurements using a lead-shielded HPGe detector (ORTEC, USA). The signals from the 

detector preamplifier were first shaped (the shaping time was set to 6 μs), and the data were 

collected by ORTEC MAESTRO software, which provides precise deadtime information. 

Before irradiation, the efficiency of the HPGe detector was calibrated using a 152Eu standard 

sources with known activity. The relative efficiency of the detector was 68%, and the energy 

resolution was 1.82 keV (FWHM) at 1.33 MeV of 60Co. In order to measure the half-life 

accurately, a total of 21 spectra were collected with different cooling times, and the individual 

spectrum was recorded for 1 day. The measurement covered approximately 4 half-lives of 

95mTc. The upper limit of dead time was set at less than 0.12% for each measurement 

(especially for the first running ). The dead time uncertainty component was propagated using 

the initial measurement recorded dead time of 0.12% [23, 24]. In addition, the probability of 

pulse pile-up was calculated using the Poisson distribution [25]. It was calculated that the 

probability of no pulse pile-up in all measured energy spectra was greater than 99.97%, and the 

probability of one pulse pile-up was less than 0.03%. When the probability of pulse pile-up is 

less than 1%, the influence on the count of the γ characteristic peaks is insignificant and can 

therefore be ignored. Figure 2 shows the background spectrum and the typical background 

subtracted γ spectra acquired from the irradiated samples placed at 75°. The details of the nuclear 

decay data and their uncertainties used in the present experiment are given in Table 2. 

3. DATA ANALYSIS 

3.1 Estimation of half-life uncertainty propagation 

The correct propagation of uncertainty components is an important issue in the measurement of 

radionuclide half-life [8]. For normally distributed random fluctuations, a rigorous uncertainty 

propagation factor can be derived from linear regression formulas. Assuming that the relevant 

standard uncertainty σi for each activity measurement Ai is known, the uncertainty of the least-

squares solution for the half-life is expressed as the following equation [28] 

 

Where var(t)represents the variance of the measurement start 

times, and   Ai −1/2 is the expected relative uncertainty on the weighted average 

activity. 
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For a series of activity measurements with the same relative uncertainty σi  σA performed 

equidistant in time over a total duration T, Eq. (1) can be derived as Eq. (2) 

 

inwhich,Tisthedurationofthecampaign,σA is the measure 

oftheuncertaintyforatypicalactivitymeasurement.Theformula does not apply to medium and long-

term variations but onlytoshort-termfluctuationssinceitimplicitlyassumesthat the data are 

independent [8]. Based on the assumption that 

 

the relative influence of a measurement on the fitted half-life is proportional to the time 

difference with the middle of the campaign and data points being scattered roughly uniformly in 

time over the period T, a similar approximating formula was obtained [8]. 

 

 

It is crucial to apply independent uncertainty propagation according to the ‘frequency’ of the 

uncertainty components. In the Eqs. (2) and (3), the parameter n is the frequency of the 

occurrences of the uncertainty component [12, 13]. For high frequency components, n is set 

equal to the number of measurements. For medium frequency components, n is set equal to the 

number of periods covered by the measurement campaign. For low frequency components,n  1 is 

selected by default. Using Eqs. (2) and (3), a realistic uncertainty can be calculated. 
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3.2 Efficiency calibration of the HPGe detector with uncertainty 

The standard 152Eu point source of known activity was used for calibration to obtain the 

efficiency of the HPGe detector [29, 30]. The nine γ-ray energies of standard 152Eu source 

considered are 121.770 keV, 244.830 keV, 344.930 keV, 412.050 keV, 780.520 keV, 868.940 

keV, 1113.050 keV, 1299.210 keV and 1407.440 keV. 

 

where ε is the efficiency of the detector; C is the detected characteristic γ-ray counts measured in 

time t; Iγ is the γray abundance; A0 is the activity of the 152Eu point source of source 

calibration; T1/2 is the half-life of radioactive nuclei; t is the time elapsed between source and 

detector calibration . In Eq. (4), the parameters t was measured without any uncertainty, therefore 

the efficiency is considered to be a function of these four attributes i. e. ε  ε(C, Iγ, A0, T1/2). 

There is no association among the four traits since they are all measured independently. The 

details procedure to estimate the covariance matrix Vε is given in Refs. [30, 31]. In order to 

obtain the most accurate results, the efficiency calibration curve was fitted to a polynomial 

function [1, 30–32]. The linear parametric model of order m and estimated fitting parameters pm 

can be represented as lnε  p1 + p2(lnE) + p3(lnE)2 + ··· + pm(lnE)m−1 (5) 

The corresponding linear model of the above equation can be represented in matrix form as Z ≈ 

AP, where Zi  lnεi is a column matrix. P is the column matrix of parameters pm to be estimated. 

A is a matrix of natural logarithmic of γ-linesEi. 

A good fit measuring the consistency of the data is tested by Chi square statistic. The best quality 

of the fit is achieved for m  2, with x  1. The polynomial function is given below: 

 

By substituting γ-ray energies in Eq. (6), the detection efficiencies of the characteristic γ-rays 

emitted by 95mTc and 92mNb are obtained. The covariance matrix Vεc at the characteristics γ-

rays of the reaction products 95mTc and 92mNb is determined by equation of Refs. [30, 31]. And 

the Table 3 presents the estimation of efficiencies of the detector corresponding to the 

characteristic γ-ray energies of reaction products along with the correlation matrix. The estimated 

efficiencies are used for further cross-sections calculation. 
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3.3 Determination of the 96Ru (n, x) 95mTc reaction cross-sections and corresponding 

uncertainty 

The measured 96Ru (n, x) 95mTc reactions cross-section was derived with the monitor cross-

section by activation formula [31]: 

 

 

where σ represents the cross-section and the subscript m and x represent the monitor reaction and 

measured reaction, respectively;C is counts of characteristic γ-peak; λ is the decay constant; a is 

the abundance of the target nuclei; N is the number of atoms; Iγ summarized in Table 2 is the γ-

ray abundance;ε is the full-energy peak efficiency; f is the time factor, given by (1 − e−λT )(1 − e 

t, T is the irradiation time, t is the cooling time, and t is the measurement time; Cattn is the total 

correction factor of the counting process, given by Cattn  FS ∗ FC ∗ Fg (FS, FC, Fg are the self-

absorption correction factor, cascade coincidence correction factor and geometric correction 

factor, respectively). 

The uncertainty propagation in the measured crosssections was analyzed by considering the 

fractional uncertainty in various attributes, i.e., timing factor ( fx, fm), efficiency (εx, εm), γ-ray 

intensity (Iγ(x), Iγ(m)), isotopic abundance of the sample nuclei (η), number of atoms (Nx, Nm), 

γ -ray characteristic peak counts (Cx, Cm) and monitor reaction cross-section (σm). The 

uncertainties in T, t, and t were too small to be incorporated in the uncertainty of the final 

reaction cross-sections. As in the case of efficiency, the partial uncertainty in the cross-section at 

neutron energy Ei due to attribute q, except for the time factor fx is propagated as 
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whereas the uncertainty in time factor, fx is propagated as 

 

 

The final covariance matrix in the cross-section is obtained by using the following equation: 

 

4. THEORETICAL CALCULATION 

The mutual verification between theory and experiment is critical for obtaining reliable and 

accurate nuclear data. Based on this, theoretical nuclear codes like EMPIRE and TALYS have 

been used to conduct the calculations of crosssections. The theoretical calculations for 96Ru (n, 

x) 95mTc reaction were performed by using the statistical nuclear reaction model codes TALYS-

1.95 and EMPIRE-3.2.3 [30, 31]. The calculations are based on different mechanisms of the 

nuclear reactions which vary with the incident energy. Three major reaction mechanisms, 

including direct reaction (DI), pre-equilibriumemission(PE),andcompoundnucleus(CN), are 

considered in these codes. To estimate contributions from all such mechanisms, the codes 

incorporate various nuclear models that use the different sets of optical model parameters and 

level density. The contribution from all the three mechanisms determines the total reaction cross-

section. The theoreticalcalculationsarecarriedoutbyemployingtheoptimum combination of input 

parameters, and their values obtained for various models and parameters that reproduce the most 

satisfactoryresultscomparedtothecurrentexperimentaldata and all the available existing 

experimental data reported in the EXFOR database. 

4.1 TALYS-1.95 calculation 

TALYS is a nuclear reaction program that predictsthenuclear reaction of target nuclides with 

nuclear mass 12 or heavier, induced by particles of energy ranging from 1 keV to 200 MeV. The 

nuclear reaction models of optical model, preequilibrium reactions, compound reactions and 

level densities are all contained in the TALYS-1.95 code. In 
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Fig. 3 a The decay curve between the counts and ti. b Normalized residuals of the measured 

95mTc count versus the fitted exponential decay curve. The residuals show no obvious auto-

correlation and seem randomly distributed, mostly within two standard uncertainties. 

recent years, some literature considered that nuclear level density play an important role in 

proton or neutron induced reactions at low and medium energy range [33–36]. Nuclear level 

density (NLD) is the number of excited levels per energy interval (dN/dE) close to the excitation 

energy. The excited nuclear levels are discrete at low energies; however, they approach a 

continuum as the excitation energy increases. Therefore, a nuclear model of calculating level 

density is needed in the continuum energy regime. An accurate and reliable description of the 

excited levels of a nucleus at both low and high excitation energy regions is necessary for testing 

the quality of a reaction model used for the calculation of cross-sections [3, 37]. In order to 

understand the effect of nuclear level density model on neutron induced reactions, theoretical 

calculations are carried out using the TALYS-1.95 code with default 

parameters,andonlytheselectedleveldensityparametersare adjusted. The detailed result was 

present in Fig. 5. 

4.2 EMPIRE-3.2.3 calculation 

EMPIRE is a program for calculating nuclear reactions, including a variety of theoretical models 

of nuclear reactions. The EMPIRE-3.2.3 was used for estimating the crosssection of 96Ru (n, x) 

95mTc reaction. In EMPIRE, the description of the compound level density parameter was 

carried out according to the Gilbert–Cameron model (LEVDEN 0), while the transmission 

coefficients were calculated by the spherical optical model using the ECIS-06 code with the 

global optical model potential, proposed by Koning and Delaroche for neutrons, taken from 

RIPL-3 library no. 204 Refs. [38, 39]. The statistical Hauser-Feshbach model was used for 

calculating the compound nucleus contribution [40]. For pre-equilibrium emission, the classical 

exciton model was used by means of the PCROSS code that calculates the pre-equilibrium 

contribution with the default mean free path 
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Table 4 The half-lives of 95mTc measured in this work 

 

multiplier (PCROSS 1.5). The detailed result was present in Fig. 5. 

5.  RESULTS AND DISCUSSION 

5.1 Half-life of 95mTc 

The γ-ray characteristic peaks of 95mTc used in the analysis 

andcorrespondingintensitiesaresummarizedinTable2.The counts of γ characteristic peak are fitted 

with an exponential function by minimizing the squared values of the varianceweighted residuals 

[21]. The fitting curve passes through the experimental points very well with a correlation 

coefficient R ≈ 1.0, implying that the γ-ray spectra are in a stable condition during the 

measurement time of 4 half-lives. The fitting residuals presented in Fig. 3 show the majority of 

data is in the range of (− 2, 2). The measured half-life of 95mTc and the χ2 value refers to the 

exponential fit are shown in Table 4. As can be seen, the values derived from the different γ-

transitions are in good agreement. The final half-life of 95mTc is taken as the weighted average 

of the above three values, which is 61.88 days. The weight for each half-life is determined using 

the high-frequency uncertainty in Table 5. 

The uncertainty components are evaluated in accordance with Pommé by taking into account the 

high-, mediumand low-frequency instabilities contributions, and combining these in quadrature 

to determine the standard uncertainty of the 95mTc half-life [8]. The evaluation of uncertainty is 

presented in Table 5. The high frequency instabilities component is comprised of the standard 

deviation of the residuals fromtheleastsquaresfit.Thisisdeterminedtobe0.22%.The 

mediumfrequencyinstabilitiescomponentoftheuncertainty is the trend of the residual, which is 

identified as 0.06%. The lowfrequencyinstabilitiescomponentsofuncertaintyarenot visible in the 

residual plot and therefore an attentive analysis needs to be performed. The background 

subtraction and dead time correction are considered as low frequency components of the 

uncertainty. In this work, a conservative approach is used for the analysis part of the low 

frequency instability components, therefore n set equal to 1. The total uncertainty is 0.35%, as 
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outlined in Table 5. The final result in this experimentshowedthatthehalf-lifeof 

95mTcis61.88±0.22days. 

Inconclusion,themeasuredhalf-lifeof 95mTcispresented in Fig. 4 along with the previous 

literature values, where the data represented by the green line in the figure is from the 

NNDCdatabase[5–7,26].AsshowninFig.4,theuncertainty of result is greatly reduced compared 

with the currently recommended value. The experiment and ensuing uncertainty evaluation are 

discussed in detail in this work. In addition, the present results further confirm that the earlier 

results published by Szegedi et al. to be correct and credible [7]. It provides more accurate and 

reliable half-life fundamental data for applications using an activation method, such as the 

calculation of the 96Ru (n, x) 95mTc reaction cross-sections. 

5.2 Cross-section of 96Ru (n, x) 95mTc reaction 

Based on the half-life of 95mTc determined in this measurement, 96Ru (n, x) 95mTc reaction 

cross-sections have been measured relative to the monitor cross-section of 93Nb (n,2n) 92mNb 

at the 13.85 ± 0.2, 14.30 ± 0.2 and 14.72 ± 0.2 MeV 

 

Fig. 4 The half-life of 95mTc calculated in this work compared to the values previously 

reported 
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Table 5 Uncertainty evaluation for the half-life of 95mTc, expressed as relative standard 

uncertainty 

 

neutron energies using Eq. (7). The counting of all the irradiated samples has been measured 

with the same detector system, therefore all the reaction cross-sections are correlated with the 

efficiency of the HPGe detector. Besides, for the calculation of uncertainty in measured cross-

sections and its covariance matrix, the counts of the γ-ray spectra and other 

parameterswithdefiniteuncertaintiesarealsotakenintoconsideration. The fractional uncertainties 

from all these parameters between different reaction cross-sections are summarized in Table 6. 

The correlations observed between different attributes are also presented in the last column of 

Table 6. Based on these fractional uncertainties and correlations, the cross-sections with their 

uncertainties and correlation matrix are presented in Table 7. The final uncertainty determined in 

the 96Ru (n, x) 95mTc reaction cross-section is determined as 2.54–2.76%. 

In Fig. 5, the cross-sections of 96Ru (n, x) 95mTc are compared with the available literature data 

in the EXFOR 
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Fig. 5 Cross-section of 96Ru (n, x) 95mTc reaction measured in present work and comparative 

studies with the existing experimental crosssection data at different neutron energies and 

theoretically calculated results from the TALYS-1.95 and EMPIRE-3.2.3 

database [15–18]. The measurements of 13–15 MeV neutron energies show discrepancies 

between the data measured by different groups. Figure 5 reveals that the present data are 

consistent with the data of Lu et al. [15] and Konno et al. [17] within the experimental 

uncertainties, and a considerable improvement in accuracy was achieved [15–18]. Considering 

the correlation of uncertainties arising from various sources of experimental error, the final 

uncertainty results will be evaluated more accurately [30]. 

Inaddition,theexcitationfunctionofthe 96Ru(n,x) 95mTc reaction is calculated theoretically 

through the TALYS-1.95 code and EMPIRE-3.2.3 with default parameters. In Fig. 5, shapes of 

the excitation curves calculated using the TALYS1.95 (ldmodels 1–6) and EMPIRE-3.2.3 exhibit 

a trend similar to the present data set, which increases with increasing neutron energy around 14 

MeV. However, the result calculated by ldmodel 6 in TALYS-1.95 significantly 

underestimatestheexcitationfunction.Theexcitationfunctionscalculated by the level density model 

of ldmodel 2 in TALYS-1.95 are in good agreement with experimental data in shape and 

magnitude. While, Idmodel 3 in TALYS-1.95 and EMPIRE3.2.3 are consistent with the results 

reported by Luo et al. within the experimental uncertainties. Therefore, it also shown that more 

experimental data are still needed to verify 

theaccuracyoftheoreticalcalculations,especiallyforenergy above 15 MeV. The present results 

contribute to improving the knowledge of the cross-sections and optimizing the input parameters 

of model, which is essential to support nuclear technology developments. 
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6. CONCLUSIONS 

This work used the most recent decay data to measure the half-life of 95mTc and the cross-

section of the 96Ru (n, x) 95mTc reaction induced by 13.85 ± 0.2, 14.30 ± 0.2, and 14.72 ± 0.2 

MeV. The uncertainty was thoroughly explored. The most recent data were exponentially fitted, 

and the uncertainty was carefully assessed. The accurate half-life of 95mTc was found to be 

61.88 ± 0.22 days. This uncertainty is substantially lower than the suggested value T1/2 61 ± 2 

days in NNDC, which further supports the accuracy of the findings previously released by 

Szegedi et al. For applications utilizing an activation approach, such the computation of the 96Ru 

(n, x) 95mTc reaction cross-section, it offers a more precise and dependable half-life. The 

covariance matrix methodology was utilized for both the uncertainty measurement of the 96Ru 

(n, x) 95mTc reaction cross-sections and the efficiency calibration of the HPG detector. The 

range of 2.54–2.76% is where the uncertainties in the measured cross-sections are located. The 

available literature data in the EXFOR database was then compared with the experimental 

results. Furthermore, the current measured cross-sections were also replicated with the programs 

EMPIRE-3.2.3 and TALYS-1.95 from the theoretical nuclear reaction model. Then, the nuclear 

model with the TALYS-1.95 code demonstrated that the cross-section for the 96Ru (n, x) 95mTc 

reaction is suitable for the back-shifted Fermi gas model (ldmodel 2). However, the excitation 

function curve is underestimated in the data produced by EMPIRE-3.2.3. Thus, more 

experimental data are still required, particularly for energies beyond 15 MeV, to confirm the 

accuracy of theoretical estimates.Current experimental results, which include comprehensive 

uncertainties and covariance data, can be used to validate nuclear reaction codes and guarantee 

the security of nuclear technology advancements. 
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